
The Journal
of Chemical Physics ARTICLE scitation.org/journal/jcp

Structural and short-time vibrational properties
of colloidal glasses and supercooled liquids
in the vicinity of the re-entrant glass transition

Cite as: J. Chem. Phys. 155, 074902 (2021); doi: 10.1063/5.0059084
Submitted: 5 June 2021 • Accepted: 2 August 2021 •
Published Online: 17 August 2021

Xiaoguang Ma,1,2,a) Chandan K. Mishra,3 P. Habdas,4 and A. G. Yodh5

AFFILIATIONS
1 Center for Complex Flows and Soft Matter Research, Southern University of Science and Technology, Shenzhen,
Guangdong 518055, China

2 Department of Physics, Southern University of Science and Technology, Shenzhen, Guangdong 518055, China
3Discipline of Physics, Indian Institute of Technology (IIT) Gandhinagar Palaj, Gandhinagar, Gujarat 382355, India
4Department of Physics, Saint Joseph’s University, Philadelphia, Pennsylvania 19131, USA
5Department of Physics and Astronomy, University of Pennsylvania, Philadelphia, Pennsylvania 19104, USA

Note: This paper is part of the JCP Special Topic on Depletion Forces and Asakura–Oosawa Theory.
a)Author to whom correspondence should be addressed: maxg@sustech.edu.cn

ABSTRACT
We investigate the short-time vibrational properties and structure of two-dimensional, bidisperse, colloidal glasses and supercooled liquids
in the vicinity of the re-entrant glass transition, as a function of interparticle depletion attraction strength. The long-time spatiotemporal
dynamics of the samples are measured to be non-monotonic, confirming that the suspensions evolve from repulsive glass to supercooled liquid
to attractive glass with increasing depletion attraction. Here, we search for vibrational signatures of the re-entrant behavior in the short-time
spatiotemporal dynamics, i.e., dynamics associated with particle motion inside its nearest-neighbor cage. Interestingly, we observe that the
anharmonicity of these in-cage vibrations varies non-monotonically with increasing attraction strength, consistent with the non-monotonic
long-time structural relaxation dynamics of the re-entrant glass. We also extract effective spring constants between neighboring particles; we
find that spring stiffness involving small particles also varies non-monotonically with increasing attraction strength, while stiffness between
large particles increases monotonically. Last, from study of depletion-dependent local structure and vibration participation fractions, we
gain microscopic insight into the particle-size-dependent contributions to short-time vibrational modes in the glass and supercooled liquid
states.
Published under an exclusive license by AIP Publishing. https://doi.org/10.1063/5.0059084

I. INTRODUCTION

The re-entrant glass transition is a remarkable phenomenon
wherein a continuous increase in the attractive force between
constituent particles first causes a glass to melt and then drives
the resultant liquid to evolve into a glass again. These transitions,
from repulsive glass to liquid to attractive glass, and their associated
spatiotemporal dynamics, are strikingly non-monotonic with
respect to attraction strength. The re-entrance effect has been
experimentally observed in a range of colloidal systems,1–10 and
theoretical calculations suggest that the effect arises from a subtle
interplay of volume fraction (ϕ) and short-range attraction

strength.2,3,11,12 To date, most insight into the re-entrance
phenomenon derives from the measurements of long-time
spatiotemporal dynamics.1,2,5,10,13 Here, we experimentally
investigate the same general class of samples, but we focus on
particle trajectories at short time scales, i.e., on time scales wherein
the sample is metastable and its constituents do not escape from
their nearest-neighbor cages. These within-cage particle trajectories
are loosely connected to the high-frequency viscoelastic response
of the colloidal suspensions; they offer an unexplored (short-time)
window for insight into the re-entrance phenomena, potentially
linking in-cage particle fluctuations to cage-breaking particle
rearrangements.14–16
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To carry out this work, we employ two-dimensional (2D),
bidisperse, colloidal suspensions in a background solvent
consisting of water and small surfactant micelles made from
hexaethylene glycol monododecyl ether (C12E6). The micelles
induce a depletion force between the particles17,18 that can be
tuned. Depletion attraction is a well-known entropic force that has
been directly measured19–26 and utilized extensively to control the
assembly, structure, and dynamical behavior of colloids.1,2,4,5,27–43

Notably, in most re-entrant glass experiments,1,2,5,8,10 small poly-
mers were added to the suspension to vary the depletion attraction
between particles, i.e., by varying polymer concentration (cp). In our
experiments, the depletion attraction strength is induced by rod-like
C12E6 micelles whose length can be temperature-tuned.20,24,26,43,44

The temperature-dependent length of the rod-like micelles provides
a convenient “knob” for controlling attraction strength in situ. Thus,
with an appropriate sample volume fraction (ϕ), we can change the
sample state from repulsive glass to liquid to attractive glass, simply
by varying temperature.

Previously, re-entrant glass transitions have been reported in
2D and 3D colloids with monodisperse or slightly polydisperse
particle distributions. For example, 2D colloids composed of
monodisperse ellipsoidal particles exhibit a transition from repulsive
glass to liquid facilitated by the formation of quasi-nematic domains
at intermediate attraction strength.5,6 The ellipsoids inside these
domains have increased orientational order, which releases volume
to the system so that particles (on average) diffuse more freely. By
contrast, in 3D colloidal suspensions of spheres, a slight polydis-
persity (about 5%) is required to avoid crystallization; local ordered
domains have never been observed in these systems during the
re-entrance process.1,2,8,10

Our 2D bidisperse colloids differ qualitatively from the samples
employed to date in re-entrance phenomena research, and to our
knowledge, the present experiments are the first to report re-entrant
glass transition behavior with this system. Investigation of bidisperse
colloids offers an opportunity to explore the influence of poly-
dispersity in a new context. Specifically, because depletion forces
depend sensitively on the particle diameter, the large and small
constituent particle species experience substantially different
depletion interactions; as a result, the sample microstructure
and dynamics associated with the transition phenomenon differ
from those of the previous work on re-entrance and differ from
polydisperse and bidisperse colloidal glasses with pure repul-
sive interactions.45,46 Moreover, the 2D colloids facilitate rapid
whole-sample video recordings of fast dynamics, a feature crucial
for studying short-time (in-cage) vibrations.14–16

In the experiments, we measure the mean-square-displacement
(MSD) and the self-intermediate scattering functions of the
samples by video microscopy. Their long-time behavior defines
the state of each sample, i.e., repulsive glass, supercooled liquid,
and attractive glass, at temperatures T = 22, 28, and 34 ○C, respec-
tively. To study particle trajectories on short time scales, we carry
out video microscopy at high frame rates. From these high-frame-
rate image trains, we compute the vibrational modes and effective
spring networks of the metastable samples based on the covariance
of the particle displacements.47–51 Covariance matrix techniques
are well understood and have been widely used in the colloid
community to study the vibrational mode structure and the
vibrational density of states (DOS) of colloidal glasses,48,49,52,53 gels,41

clusters,54 and crystals.50,55–58 Covariance matrix methods have also
been utilized to establish a connection between quasi-localized
low-frequency modes and particle rearrangement events,49,59,60 as
well as to probe active matter,61 granular systems,62 and far-from-
equilibrium assemblies.63 In our experiments, on the shortest time
scales, the modes in the two glass states are harmonic, but the modes
in the supercooled liquid state exhibit a hint of anharmonicity that
grows with increasing observation time scale. From the analysis of
these short-time harmonic modes, we determine the effective spring
constants between particles, keff, the vibrational density of states, the
particle participation fractions in each mode, PF(ω), and the mode
participation ratios, Pr(ω), which classifies the modes as extended
or localized. We investigate all of these properties as functions of
depletion attraction strength and particle size.

Interestingly, features such as the vibrational mode
anharmonicity exhibit non-monotonic dependence with increasing
depletion attraction strength, similar to the sample’s long-time spa-
tiotemporal dynamics. Other short-time-derived parameters exhibit
particle-size-dependent trends. For example, the nearest-neighbor
pair correlation function and the effective spring constants (keff)
associated with small particles have non-monotonic dependence
with increasing depletion interactions; by contrast, the keff between
the large particles become monotonically stiffer with increased
depletion attraction. Size-dependent contributions from different
particle types were also observed in the particle participation
fractions. Large particles contribute more to low-frequency modes
in the repulsive glass; small particles dominate the low-frequency
modes in the attractive glass; large and small particles contribute
roughly equally to the modes of the supercooled liquid state. Finally,
at our packing fractions, the mean interparticle separation between
small particles increases monotonically with increasing depletion
attraction, which differs qualitatively from that of the large–large
and large–small interparticle separation. To our knowledge, this
microstructural behavior has not been reported and helps us to
understand this depletion-driven system better.

The remainder of this paper is organized as follows: In Sec. II,
we describe sample preparation, characteristics, and observation
techniques. Then, in Sec. III, we sequentially report on and discuss
the sample structure, sample long-time spatiotemporal dynamics
and, most extensively, sample vibrational modes and related
properties. Associated analysis tools, definitions, and procedures,
such as the displacement covariance technique, are provided in
relevant sub-sections. Finally, we summarize the results, and we
discuss implications and potential future studies.

II. EXPERIMENT
The experiments employ a 44 mM aqueous solution of

C12E6 surfactant molecules. At this concentration, C12E6 molecules
self-assemble into rod-like micelles. The cross sectional diameter of
these micelle rods is about 4.3 nm, and the average length of these
rods grows from 19 nm at 22 ○C to 31 nm at 28 ○C.24,26 This effect
has been utilized to tune interparticle attractive forces in colloidal
suspensions in situ.42–44

For the particles, we use carboxylated polystyrene latex beads
(Thermo Scientific) with two different sizes. The small and large
particles have nominal diameters, σs = 1.0 μm and σ l = 1.4 μm, and
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polydispersities, 1.5% and 1.1%, respectively. For sample prepara-
tion, we suspend the received particle solution in deionized (DI)
water and remove the residual impurities and aggregates by repeated
centrifugations (up to ten times). The two cleaned particle solutions
are then mixed together; the number ratio between the large and
small species is kept close to 1:1 in the resultant suspension. Finally,
the solvent (DI water) is replaced by the 44 mM C12E6 surfactant
solution via repeated centrifugations.

The depletion interactions were characterized in a separate
experiment.43 We defined the strength of the depletion forces
by the minimum value, −ΔU, of the pair potential, U(r), which
is measured as a function of interparticle separation, r, in dilute
suspensions (e.g., area packing fraction ϕ < 0.005). Figure 1(a)
shows −ΔU for the small particles (σs = 1.0 μm) vs T; more details
about the measurement can be found in Ref. 43. In dense colloidal
suspensions, many-body interactions between particles are
important, and it is difficult to extract the true pair-wise ΔU. Herein,
we will assume that the ΔU dependence on T is qualitatively the
same in the dilute and dense particle packings, and we will use T to
characterize the relative depletion-induced attraction strength.42,43

A similar approximate approach was adopted in previous

FIG. 1. (a) Interparticle attraction strength, −ΔU/kBT , vs T measured in a dilute
colloidal suspension. Here, kB is the Boltzmann constant. The dashed line is a
linear fit to the data. (b) Optical microscopy image of the 2D colloidal sample. The
scale bar is 10 μm. Inset: schematic of the experimental setup.

experiments on the re-entrant glass transition wherein the polymer
concentration is used for characterizing the relative depletion
effect.1,2,5,6

Wedge cells are used to create a large two-dimensional (2D)
domain of a densely packed colloidal suspension. The procedure for
making the wedge cell has been described previously.42 Briefly, we
inject 10 μl of the prepared sample solution (10% in volume fraction)
into the wedge using a precision pipette. Once loaded, the sample
solution quickly fills the wedge gap via capillary forces. We seal the
wedge cell peripherally with a UV glue (Norland 65). The finished
sample cell is then placed vertically on the bench to enable colloidal
particles to settle to the wedge side (driven by gravity). This pro-
cess typically lasts from 24 to 36 h. During this waiting period, the
particles gradually form a densely packed monolayer near the wedge.
Then, the wedge cell is placed on the stage of an inverted micro-
scope (Zeiss Axiovert 135) [Fig. 1(b)]. The sample is imaged through
a 100× oil-immersion objective (NA = 1.3) with an additional
2.5× optical magnifier. Within the field-of-view (about 70× 60 μm2),
the colloid can be regarded as being confined by two parallel walls.
The area packing fraction of the sample is ϕ = π(Nsσ2

s +Nlσ2
l )/(4A),

where Ns = 1200 and N l = 1200 are the respective numbers of small
and large particles that occupy an area A; in this experiment,
ϕ ≃ 0.80.

The sample temperature is maintained by using an objective
heater (PeCon GmbH) ranging from T = 22 to 34 ○C. Movies of
particle motion within the field-of-view are recorded under bright-
field illumination at a resolution of 1280 × 1024 pixel2 using a
monochrome CMOS camera (EoSens Mini, Mikrotron). At each T,
we first wait 30 min to permit the colloidal sample to equilibrate
and reach a metastable state. After that, we first record a 3-h video
at 2 fps, and then, we record another 5-min video at 200 fps. The
3-h video is used to investigate long-time structural relaxation, and
the 5-min video is analyzed to extract short-time vibrational prop-
erties. During the experiment, we do not observe changes in the
sample area packing fraction, and the majority of particles (except
those close to borders) stay within the field-of-view throughout the
experiment.

III. RESULTS AND DISCUSSION
A. Sample structure

We characterize the static structure of the sample at different
T using the pair correlation function, g(r). Figure 2 shows g(r) at
T = 22, 28, and 34 ○C; note, for clarity, that data from only three T’s
are shown. At the first glance, the g(r) seemed almost identical at all
three T’s, especially at long separation (e.g., r/σs > 2). The first three
g(r) peaks, arising at r/σs ≃ 1, r/σs ≃ 1.2, and r/σs ≃ 1.4, represent
the nearest-neighbor correlations of small–small, small–large,
and large–large particle pairs, respectively. These peaks exhibit
subtle variations across the three T’s. Within our experimental
resolution, the peaks related to large particles show minimal changes
with increasing T. The large–large g(r) peak height is identical for
all three T’s; the peak location decreases slightly when temperature
increases from T = 22 to 28 ○C, but thereafter, the peak location does
not change anymore [Fig. 2(b)]. By contrast, the g(r) peaks for the
small–small particle pairs exhibit more notable changes [Fig. 2(c)].
To quantify the variations, we fit g(r) near its peak position
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FIG. 2. (a) Pair correlation function,
g(r), vs interparticle separation, r , at
T = 22, 28, and 34 ○C; r is normalized
by the small-particle diameter σs. (b)
Enlarged g(r) peaks for large–large
particle correlations shown with the
same colors as in (a). (c) Enlarged
g(r) peaks for small–small particle
correlations shown with the same
colors as in (a). The solid lines are best
Gaussian fits to data (see the main text).
The fitted peak heights, peak positions,
and half-widths are g∗ = 1.79 ± 0.01,
1.93 ± 0.01, and 1.37 ± 0.01; μ/σs

= 0.997 ± 0.0004, 1.003 ± 0.0003, and
1.09 ± 0.0004; and δ/σs = 0.052
± 0.0004, 0.046 ± 0.0002, and 0.064
± 0.0005 at T = 22, 28, and 34 ○C,
respectively.

(r/σs ≃ 1) by the Gaussian function, g(r) = g∗exp[−(r − μ)2/(2δ2)].
The Fig. 2 caption reports g∗ (peak height), μ/σs (peak position), and
δ/σs (peak half-width) at T = 22, 28, and 34 ○C, respectively.

The fitted μ suggests that the mean separation between small
particles and their small-particle neighbors increases with increasing
depletion attraction strength. Evidently, there is more free volume
in small-particle-rich regions at higher T’s wherein the depletion
attraction is stronger. By contrast, the number of small-particle near-
est neighbors, quantified by the peak height, g∗, and by its standard
deviation, δ, exhibits non-monotonic dependence with increasing
depletion attraction strength.

This particle-size-dependent increase in mean separation with
increased depletion attraction strength is important, and to our
knowledge, it has not been reported. Experiments with 3D colloidal
suspensions did not see this effect, likely because they used par-
ticles with a small polydispersity (>5%) and because it is difficult
to differentiate amongst different particle sizes when employing
ensemble-averaged scattering measurements.34 Moreover, in our
prior work on 2D bidisperse colloidal glasses with larger
ϕ ≃ 0.82, the first three g(r) peaks for small–small, small–large,
and large–large particle correlations remained the same across
all T’s, suggesting that increased attraction did not change local
particle arrangements.42 By contrast, our work on 2D bidisperse
colloidal fluids (with smaller ϕ < 0.7), found that the mean
separations between nearest neighbors were always reduced with
increasing short-range attractive forces.43 Based on the ϕ depen-
dence of these prior observations, one might conclude that the

effects of increased short-range attractive forces on pair correlations
tend to diminish at large ϕ. However, in our present sample
(ϕ ≃ 0.80), although the large–large particle correlations stop
responding to the increased depletion attraction strength, the
small–small particle correlations do not. We surmise that ϕ ≃ 0.80
is close to a threshold packing fraction for the sample as whole, ϕth,
beyond which the attractive forces no longer affect the shapes and
positions of the g(r) peaks. Note, most generally, that it is possible
that ϕth for the large particles is different (and lower) than that for
the small particles.

A plausible contributing cause for this particle-size-dependent
g(r) phenomenon stems from the comparatively stronger depletion
potential energy minima between large–large and large–small
particle pairs compared to those between small–small particle pairs.
In particular, with the same depletants in the background solution,
particles with larger diameters will experience a comparatively
stronger depletion attraction strength (−ΔU) that grows linearly
with particle diameter.17,19 Additionally, other recent findings also
suggest that large particles in dense polydisperse systems are more
arrested than small ones in the same environment.45,46

We offer the following speculations to explain these
microstructural observations. The large particles are driven to
pack close to one another by the relatively strong depletion force;
in this situation, the large–large particle correlations (and effective
spring constants) are predominantly determined by their short-
range repulsive (hard-sphere-like) interactions. The situation for
the small particles is more complex because, in addition to the
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changing depletion attraction between the small particles, the local
environment around the small particles depends on confinement
by the large particles. For example, if the large particles are pref-
erentially brought together (toward close-packing) by increasing
depletion attraction, then the small particles have more local space
to explore, and the mean separation of small–small particle pairs
could actually increase in the bidisperse suspensions. This subtle
effect in the bidisperse colloid, which brings about an increased
local free volume for the small particles, will compete with the
temperature-dependent increase of depletion attraction between
small particles. The interplay of competing effects contributes to
the re-entrance phenomenology of the bidisperse colloids at a high
packing fraction.

Note, here that we have restricted our structural analysis to
pair-wise (two-body) correlations, because they are the dominant
indicator of sample disorder. Indeed, the two-body excess entropy
derived from particle pair correlation functions has been shown to
account for greater than 90% of the total excess entropy in typical
liquids.64 Nevertheless, the increased depletion strength in our
experiments can influence short-range order beyond pair corre-
lations. Such effects have been reported in a bidisperse colloidal
experiment, for example, wherein three-body correlations among
the large particle species diminish as the concentration of the
small-particle species (deplentants, in this case) slightly increase over
a narrow concentration range.65,66 On the other hand, two-body
correlations in the same samples were not observed to vary for the
same small-particle species concentration change. Clearly, structural
analysis involving more than two particles should be carried out in
future work to fully understand the structural impact of increasing
depletion forces.

B. Long-time relaxation dynamics
The state of our sample, e.g., glass or liquid, is most accurately

identified from its long-time spatiotemporal behavior. To this end,
we measure the MSD, ⟨Δr2(τ)⟩, and the self-intermediate scattering
function, Fs(τ) = 1

N ⟨∑
N
j=1 exp[i 2π

σs
Δrj(τ)]⟩, over times ranging from

0.5 to 104 s. Here, Δr(τ) = ∣r⃗(t0 + τ) − r⃗(t0)∣, t0 is an arbitrary initial
time, and N is the total number of particles. The brackets, ⟨⋅ ⋅ ⋅⟩, rep-
resent a time average over the entire trajectory length. To remove
the Mermin–Wagner fluctuations often found in 2D samples, we
use cage-relative particle displacement Δrcr in the place of Δr in the
above formulas following Refs. 67 and 68. Note that MSD and Fs(τ)
computed from Δrcr and Δr show the same qualitative dependence
with increasing temperature, i.e., the sample states do not depend
on removal of cage-relative motions. Hereafter, we will describe the
system with the cage-relative MSD and Fs(τ).

Figure 3(a) shows the measured cage-relative MSDs vs lag time,
τ, at five temperatures ranging from T = 22 to 34 ○C. The MSDs are
normalized by the squared small-particle diameter, σ2

s . At T = 22 ○C,
the MSD is almost flat for more than four orders of magnitude in
τ. This is typical MSD behavior for glasses, when the MSD arises
mainly from particle displacement fluctuations within cages formed
by neighboring particles. We call the sample at T = 22 ○C a repulsive
glass, because the depletion attraction strength at this temperature
is close to zero [see Fig. 1(a)], leaving only the hard-sphere-like
short-range repulsive interaction between all particles. At T = 25 ○C,
the MSD curve rises sharply at long times (τ > 103 s); this increase

FIG. 3. (a) Cage-relative MSD, ⟨Δr2
CR(τ)⟩, vs τ at five different T ’s; ⟨Δr2

CR(τ)⟩ is
normalized by the square of the small-particle diameter, σ2

s . The black dashed line
has a unit slope. (b) Self-intermediate scattering function, Fs(τ), vs τ at the same
T ’s as in (a).

suggests that the sample is in a less arrested state than that of
the repulsive glass at 22 ○C. At T = 28 ○C, the long-time MSD
exhibits fairly normal diffusion behavior with a unit slope. This MSD
behavior confirms that the colloidal sample fully relaxes within the
experiment duration. In other words, at 28 ○C, the sample is a super-
cooled liquid. When the sample temperature is further increased to
31 ○C, the liquid-like sample becomes more arrested. At the highest
temperature, T = 34 ○C, the MSD becomes very similar to those of
the repulsive glasses. We call the sample at 34 ○C an attractive glass;
at this temperature, the depletion attraction has its largest value
[see Fig. 1(a)]. Clearly, with increasing temperature, or equivalently
increasing depletion attraction strength, the repulsive glass sample
first melts into a supercooled liquid and then refreezes into an attrac-
tive glass. Thus, these phenomena manifest all characteristics of the
re-entrant glass transition.1,2 Note again that we also measured the
normal MSDs using Δr; the normal MSDs are greater than the cage-
relative MSDs at all T’s (due to Mermin–Wagner fluctuations), but
they exhibit the same re-entrance behavior (see the supplementary
material).

To further corroborate that our sample exhibits a re-entrant
glass transition, we compare the cage-relative Fs(τ) at different T’s
in Fig. 3(b). At the lowest (22 ○C) and highest (34 ○C) temperatures,
the Fs(τ) are almost flat across the full range of τ, showing that the
system is fully arrested; the particles hardly move away from their
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initial positions at these T’s. These Fs(τ) verify that the sample is in
repulsive and attractive glass states at T = 22 and 34 ○C, respectively.
At T = 28 ○C, however, Fs(τ) rapidly decays to 1/e in ∼3 × 103 s,
thereby exhibiting the liquid-like character of the system. Note that
the normal Fs(τ) decays faster than the cage-relative Fs(τ), making
the sample look less arrested. Nevertheless, the normal Fs(τ) also
exhibits a non-monotonic trend with increasing T. Thus, both the
MSD and the Fs(τ) data confirm that our sample experiences a
re-entrant glass transition as a function of increasing short-range
depletion attraction strength.

Another important observation, apparent from the measure-
ments of long-time dynamics, is that at short times (τ < 100 s), the
MSD and Fs(τ) data are flat for all T’s. This unchanging dynamical
behavior is mainly due to strongly confined in-cage particle
displacement fluctuations. These small displacement fluctuations at
short times resemble those in solid-like states of matter (both stable
and metastable states).

We focus next on short-time dynamical behaviors. These
short-time behaviors have not been studied in the context of
re-entrance. We will examine the vibrational properties of the
sample in solid-like stable and metastable states spanned by the
re-entrance phenomenon. Please note that analyses in the remaining
sections, i.e., the vibrational analyses, are carried out using experi-
mental videos recorded at 200 fps.

C. Vibrational modes and mode anharmonicity
To derive the short-time vibrational properties for N particles

in 2D, we first compute a displacement vector u⃗ = {u1, u2, . . . , u2N}
at time t for the 2N degrees of freedom associated with the
particles in the sample; we use the first and second N elements
in u⃗ to denote particle displacements along the x- and y-axis,
respectively, following Refs. 48, 49, and 52. For example, the ith
(i ∈ {1, 2, . . . , N}) particle contributes two elements to u⃗, namely, the
components ui(t) = xi(t)− ⟨xi(t)⟩ and uN+i(t) = yi(t) − ⟨yi(t)⟩;
here, ⟨⋅ ⋅ ⋅⟩ indicates a time average, and ⟨xi(t)⟩ (⟨yi(t)⟩) is the
equilibrium position for the ith particle along the x-axis (y-axis).
We then compute the 2N × 2N displacement covariance matrix,
Cnn′ = ⟨un(t)un′(t)⟩ (n, n′ ∈ {1, 2, . . . , 2N}). In the harmonic
approximation, the covariance matrix, C, the stiffness matrix, K,
and the dynamical matrix, D, are closely related. They describe
physics in the so-called “shadow” colloidal suspension that has
the same equilibrium particle positions and the same potentials
(harmonic springs) between particles as in the experimental sample,
but with zero viscous damping.49,51,53,55,58,59,69

The dynamical matrix, D, characterizes the vibrational modes
of the “shadow” system. For a system of identical particles,
D = K/m = kBTC−1/m, where m is the particle mass. Our system
is composed of two types of particles; the small and large particles
have masses ms and ml, respectively. In this case, Dnn′ = knn′/√mimj,
where mi and mj are the actual particle masses (ms or ml) associ-
ated with the matrix element index (n and n′). The eigenvalues of D
are the squared angular frequencies (ω2) of the sample vibrational
modes, and the corresponding 2N-dimensional eigenvector, e⃗(ω),
represents the displacement amplitudes of the particles oscillating in
the mode at frequency ω.

The conversion of C to K and D is rigorous when the system
is in thermal equilibrium, and the equipartition theorem can be

applied. In practice, this requirement can be relaxed as long as the
sample is in a metastable state wherein the equipartition condition
still holds.48,49,51,52 Since we seek to apply this formalism, it is impor-
tant to first verify the equipartition assumption before interpreting
results. We do this by testing for anharmonicity and confirming the
absence of rearrangement events. To this end, we follow Ref. 52 and
quantify anharmonic effects under our full range of experimental
conditions.

We first compute D and its associated eigenmodes. Then,
we examine each mode for anharmonic effects. Specifically, we
project the time-dependent, 2N-dimensional displacement vector,
u⃗, onto each eigenvector, e⃗(ω); this projection yields the eigenmode
projection coefficient, cω(t), as a function of time t, i.e., cω(t)
= u⃗(t) ⋅ e⃗(ω). The potential energy of the system is V[u⃗(t)]
= u⃗(t)Ku⃗(t)∗ ∝ ∑ω[ωcω(t)]2. Note that the energy contribution
of the mode at frequency ω is Eω ∝ ω2cω(t)2. Equilibrium statis-
tical mechanics requires that Eω(t) ∼ exp(−ω2c2

ω(t)/(2kBT)) [see
Fig. 4(a)].

Deviations of cω(t) from the Gaussian distribution quan-
tify anharmonicity associated with the eigenmode. Previously, the
well-known non-Gaussian parameter (or excess kurtosis), α2(ω)
= ⟨c4

ω(t)⟩/(3⟨cω(t)2⟩2) − 1, was used for quantifying mode anhar-
monicity.52 Vibrational modes with α2 < 0.2 can be safely assumed
to be harmonic and can be used for the computation of K and D.
We will employ the same method for mode characterization in the
present work.

At short times (τ < 300 s), the sample MSD and Fs(τ) exhibit
plateau behavior at all T’s. This behavior indicates that the sam-
ples are in solid-like metastable states. Nevertheless, to ameliorate
all possible effects of long-time structural relaxation, we restrict
our analyses of K and D to short-time metastable states only; this
is done by using particle trajectories collected over times that are
much shorter than those of the long-time structural relaxation
time.41,51,70 Additionally, as a further check, we systematically
examine mode anharmonicity as a function of trajectory duration,
i.e., by monitoring cω and the corresponding α2(ω). In this way,
we identify the short-time durations for which the harmonic
approximation is satisfied, and we only utilize these trajectories
for the analysis. Note that one can also identify anharmonicity
using individual particle displacements;51 the two methods are
equivalent.

Figure 4(b) shows an example of the non-Gaussian parame-
ter, α2(ω), vs mode frequency, ω. The result is obtained from the
supercooled liquid sample at T = 28 ○C, which is expected to be
the most anharmonic. The experimental time duration used for this
calculation is 50 s. As shown in Fig. 4(b), a vast majority of modes
in the supercooled liquid are harmonic with ∣α2∣ < 0.2. A handful
modes (<40 modes) in the lowest and highest frequency ranges,
however, show slight anharmonicity; to be safe, these modes are
excluded from subsequent analyses. Note that these anharmonic
modes often result from rattling particles and from tiny shifts of
equilibrium positions during experiment.51,52,70 Since α2(ω) fluctu-
ates around zero, we compute the standard deviation, δα2, of the
non-Gaussian parameter for all modes, and we use δα2 to systemati-
cally characterize overall anharmonic effects; a larger δα2 means that
the sample has stronger anharmonic effects. The standard deviation
of α2 shown in Fig. 4(b), for example, is δα2 = 0.06. δα2 is smaller at
T = 22 and 34 ○C [see Fig. 4(c)]. This trend is expected, since the
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FIG. 4. (a) Probability distribution,
P(cω), from two eigenfrequencies: ω
= 3.5× 104 (black square) and 3.2× 104

(blue circle) rad/s. For clarity, data points
of ω = 3.2× 104 rad/s are multiplied by
10 (blue circle). The data are derived
from a 50-s trajectory at T = 28 ○C. The
black and blue lines are Gaussian fits to
the data; the non-Gaussian parameters
are α2 = 0.04 (blue circle) and 0.02
(black square), respectively. (b) α2 for
different modes derived from a 50-s
trajectory at T = 28 ○C. (c) Standard
deviation, δα2, vs T . The two sets of
data are derived from 50-s (black circle)
and 200-s (red square) trajectories,
respectively.

latter two samples are glasses and are more dynamically arrested
than the re-entrant supercooled liquid.

For trajectory durations up to 50 s, the harmonic approxima-
tion is easily satisfied for samples at all T’s. As a minor aside, if we
increase the analysis trajectory duration to 200 s, then we observe
an increased fraction of anharmonic modes at all T’s. This effect is
apparent in the δα2 shown in Fig. 4(c). Interestingly, the increase in
δα2 at T = 28 ○C is significantly greater than those at 22 and 34 ○C,
implying a stronger connection between non-monotonic long-time
relaxation and non-monotonic short-time anharmonic vibration.

We use 50-s particle trajectory data in all vibrational mode
analyses. This probing time is significantly shorter than the
α-relaxation time in these samples (>1000 s at T = 28 ○C). Thus, the
density of states obtained should be indistinguishable from that of an
amorphous solid with the same equilibrium particle positions and
potential energy landscape. Note that this equivalence of phonon
behavior of a liquid vs an amorphous solid at times much shorter
than the α-relaxation time of the liquid state has been confirmed by
inelastic x rays and neutron scattering experiments.71–73 It is now
well established, for example, that at sufficiently short time scales,
liquids sustain longitudinal and transverse phonon modes.74

D. Vibrational density of states
From the dynamical matrix based on the 50-s trajectory, we

readily compute the vibrational spectrum of the sample at different
T’s. We note that systematic errors arise in the computed ω due to
finite sampling times. Specifically, the computed ω is accurate only
when the number of independent image frames ( f ) is much greater

than the number of degrees of freedom.51,52,75 Thus, we employ well-
known procedures to correct for these errors in ω. Briefly, we first
calculate ω at several different values of f ranging between 5000 and
10 000 frames. We then obtain the more accurate (corrected) ω by
linearly extrapolating the data to 1/ f = 0. Within our experimental
accuracy, the resultant short-time density of states (DOS) scaled by
frequency ω, i.e., D(ω)/ω, exhibits Debye model scaling at low fre-
quencies (Fig. 5). Note that the accuracy of D(ω)/ω decreases with
decreasing ω and its uncertainty becomes fairly large for small ω’s.

FIG. 5. Frequency-normalized vibrational density of states, D(ω)/ω, for the sam-
ple at T = 22, 28, and 34 ○C. For clarity, data at 22 and 34 ○C are very slightly
shifted horizontally by−0.3 × 103 and 0.3 × 103 rad/s, respectively. The error bars
indicate standard errors within each bin.
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Thus, we cannot unambiguously discern a boson peak in the density
of states. We do not fully understand the density of states at higher
frequencies (e.g., ω > 105 rad/s), which look somewhat similar even
at different T’s; a better understanding of this phenomenon will
require further study.

E. Effective spring constants
We extract the stiffness matrix K = kBTC−1 from the particle

displacement covariance matrix C based on 50-s trajectory data.
The effective spring constant between the ith and jth particles
is defined as keff = ∂2V/∂r2

ij; here, V is the potential energy of
the system, and rij = [(xi − xj)2 + (yi − yj)2]1/2 is the separation
between the two particles. We directly compute keff from the stiffness
matrix K: the K matrix component associated with particle dis-
placements along the x-axis is Kij = ∂2V/(∂ui∂uj) = ∂2V/(∂xi∂xj)
= keff(∂rij/∂xi)(∂rij/∂xj) = −keff(xi − xj)2/r2

ij; similarly, the K matrix
component associated with particle displacements along y-axis is
KN+i,N+j = −keff(yi − yj)2/r2

ij. Thus, we obtain keff = −K ij − KN+i,N+j
directly from the K matrix.57 This formula can be used to compute
the keff between any pair of particles, although only particle pairs
of nearest neighbors, i.e., rij ≲ σ l, have keff values above the noise
level.

Figure 6 shows the measured keff at three temperatures T = 22,
28, and 34 ○C (for clarity). Here, keff values are binned together based
on rij, and the mean keff within each bin is plotted as a function of
the bin center, r. Only keff from the nearest neighbors (r/σs < 1.5)
are shown; keff at longer r are negligible. Like g(r), keff(r) also
has three peaks. The most prominent peak is located around
r/σs ≃ 1.4; this peak corresponds to the effective springs between
large particles (large–large). The width of the large–large keff peak
may be due to polydispersity in particle diameters or variation in
their local packing fractions. When T increases, the large–large
keff peak grows monotonically, indicating that stronger bonding
arises between large particles due to stronger short-range attractive
depletion forces. This observation is consistent with prior results
from a bidisperse colloidal glass with a larger packing fraction,
ϕ ≃ 0.82.42 Recall also that the large–large particle correlation

FIG. 6. Effective spring constant, keff, vs the equilibrium interparticle separation,
r , at T = 22, 28, and 34 ○C; r is normalized by σs. Horizontal and vertical error
bars indicate the bin size and the standard deviation of keff within equal-sized (Δr)
individual bins, respectively.

function peaks remain unchanged with increased attraction
strength, i.e., the mean separation between large–large particle
neighbors remains constant even as the attraction strength increases
[see Fig. 2(b)].

The keff between small-particle pairs, with a peak at r/σs ≃ 1,
differ from those of the large particle pairs. These keff are much
smaller than the large–large keff, and interestingly, when T increases,
the small–small keff first increase (from 22 to 28 ○C) and then
decrease (from 28 to 34 ○C). Thus, the small–small keff exhibit a
non-monotonic trend reminiscent of the widths of the small–small
g(r) peaks [see Fig. 2(b)].

F. Vibrational mode spatial extent and particle
participation

The non-monotonic dependence of small–small particle keff vs
depletion attraction strength indicates that small particles in the
system experience and respond to the attractive depletion force
differently than large particles. For example, with increasing
depletion attraction, large particles move closer together (until
contact) and experience a corresponding increase in keff. These
differences in particle response lead to spatial heterogeneity of
network stiffness and should modify network vibrational modes.
Here, we investigate various properties associated with vibrational
mode networks that may (or may not) be connected to the
re-entrance effect; nevertheless, these properties about bidisperse
glasses with short-range attraction are interesting in their own right
and have not been reported.

To explore these questions further, we first examine the
contributions of each particle type to each mode with fre-
quency ω. We compute the participation fractions, PF,l(ω)
= ∑2Nl

i=1 e⃗i(ω)2 + e⃗Nl+i(ω)2 for the large particles in each mode, and
PF,s = ∑2Ns

j=1 e⃗j(ω)2 + e⃗Ns+j(ω)2 for the small particles in each mode.
Since e⃗(ω) is normalized, PF,l + PF,s = 1.

Figure 7 shows PF data at T = 22, 28, and 34 ○C, corresponding
to the repulsive glass, liquid, and attractive glass, respectively. Since
the low-frequency soft modes have been found to be related to parti-
cle rearrangements and long-time structural relaxation,59,60,76–78 we
are especially interested in how these participation fractions change
for the low-frequency modes with ω < 105 rad/s. At 22 ○C, we see
that the large particles have higher participation fractions than the
small particles in the low-frequency modes, but as the depletion
attraction strength increases, the participation of small particles
starts to rise and ultimately dominates the low-frequency modes at
34 ○C. To illustrate the trend, we compute the mean low-frequency
participation fraction, P̄F , from the first 200 low-frequency
modes (ω < 105 rad/s). Figure 7(d) shows P̄F vs T for both large
and small particles. As T increases and the sample evolves from
repulsive to attractive glass, the contributions of the large and
small particles exhibit opposite trends. The participation fraction
behaviors exhibit monotonic dependencies on T (depletion attrac-
tion strength); therefore, an obvious connection of this particular
feature to the non-monotonic long-time structural dynamics is not
apparent.

We next consider the degree of spatial extent of these
modes. To this end, we compute the participation ratio, Pr(ω)
= [∑2N

i=1∣ei(ω)∣2]2/[2N∑2N
i=1∣ei(ω)∣4]. By convention, a mode is called

localized (extended) if Pr(ω) < 0.2 [Pr(ω) > 0.2]. Figures 8(a) and
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FIG. 7. Participation fraction, PF(ω), of
large (red circle) and small (blue square)
particles at (a) T = 22 ○C, (b) 28 ○C, and
(c) 34 ○C. (d) Mean participation fraction,
P̄F , for the first 200 low-frequency modes
(ω < 105 rad/s).

8(b) show Pr(ω) measured at 22 and 34 ○C, respectively. In
the repulsive glass (22 ○C), the low-frequency modes are mostly
extended, but in the attractive glass (34 ○C), the low-frequency
modes are mostly localized. Figure 9(a) shows a low-frequency
eigenvector in the repulsive glass corresponding to ω = 1.4 × 104

rad/s, which is marked by the gray bar in Fig. 8(a). Note that the
individual particle displacement vectors exhibit long-wavelength-
like, large-scale correlated motions, and the eigenmode involves
more large particles.

A representative low-frequency eigenmode of the attractive
glass, for contrast, is shown in Fig. 9(b). In this case, most of the
particles show very small displacement and, thus, do not contribute
much to the eigenmode motions. Amongst the participating
particles, a few small particles dominate, i.e., a few small particles

show very large displacement amplitudes. We can understand these
features in the context of our earlier observations about the local
microstructure. The small particles have more free volume at high
temperatures, probably due to compaction of aggregates of large
particles. This increased local volume for small particles to “move
within” is responsible for the soft modes at low frequencies in the
attractive glass; these low-frequency modes are small-particle-rich
and strongly localized. This idea also connects to the observations
about participation fractions of small particles in the high-frequency
modes of the attractive glass (i.e., ω > 106 rad/s) [see Fig. 7(c)]; in
this case, their contributions become very small, consistent with the
decreasing small–small particle keff and a concomitant decrease in
local rigidity. As was the case with the participation fractions, while
the behaviors in the three states are distinctly different, an obvious

FIG. 8. Participation ratios Pr(ω) at (a)
T = 22 ○C and (b) 34 ○C.
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FIG. 9. Visualization of low-frequency eigenmodes at (a) T = 22 ○C and (b) 34 ○C;
the corresponding ω for (a) and (b) are indicated by the gray bars in Figs. 8(a) and
8(b), respectively.

connection between mode extent and the non-monotonic long-time
structural dynamics is not apparent.

IV. SUMMARY
We have experimentally investigated the structure and the

short-time vibrational properties of 2D bidisperse colloidal glasses
and supercooled liquids with temperature-tunable short-range
depletion attraction. Importantly, the particle packing fraction in
these samples is set so that the system experiences a re-entrant glass
transition. The mean-square-displacements and self-intermediate
scattering functions at long time-scales confirm the re-entrant glass
transition, with dramatic non-monotonic spatiotemporal dynamics
driven by an increasing (temperature-dependent) depletion attrac-
tion. To our knowledge, these are the first experiments reporting
glass re-entrance phenomena involving bidisperse colloids.

Our bidisperse system differs qualitatively from the (predom-
inantly) monodisperse systems employed in prior research on the
re-entrance phenomenon. The bidisperse system has two particle
species with a large diameter ratio (1 : 1.4) dispersed with
approximately equal number density. As a result, the depletion
attraction and its associated consequences experienced by the two
particle types are different, and some of the microscopic features
and mechanisms associated with the re-entrance phenomenon are
new.

Our experiments focus on the structure and vibrational motion
of particles within their nearest-neighbor cage. A priori, motions
at these very short time and length scales might not be expected
to be sensitive to re-entrance, since liquids and glasses are best
distinguished by cage-breaking rather than in-cage motions. How-
ever, we found that the re-entrance phenomenon is accompanied by
a non-monotonic change in the anharmonicity of the in-cage vibra-
tional modes. Even at short time scales, the anharmonicity of the
in-cage vibrations in the supercooled liquid is larger than that in the
glass phase.

In addition, we analyzed the character of the predominantly
harmonic vibrational modes vs depletion attraction strength, with
attention to the size-dependent contributions of different parti-
cle species. We found that increasing depletion attraction strength
induces non-monotonic changes in the effective spring constants
between the small particles but not the large particles. The
measured pair correlation functions revealed a non-monotonic
variation in the local structure of the small particles too; again, this
observation contrasts with the monotonic large particle behavior.
Non-monotonic vs monotonic short-time vibrational properties,
it seems, arise because the local structure and local stiffness
entail a subtle interplay of small-particle interaction potentials and
small-particle free volume that occur concurrently with increasing
depletion attraction strength.

Looking forward, additional experiments are needed to deter-
mine the full phase behavior of 2D bidisperse colloidal suspensions
with short-range attractions, e.g., as a function of ϕ, relative particle
number density, and attraction strength. Our present studies
suggest that the phase boundaries (e.g., for re-entrance) will depend
on the particle-size-dependent local structures, local stiffness, and
may be apparent in some aspects of the vibrational modes. In a
related vein, it should be interesting to investigate intermediate time
scales wherein particle vibrations exhibit significant anharmonic
behaviors, e.g., using analysis methods that do not require the har-
monic assumption,79–81 to fully link short-time harmonic vibrations
to the α-relaxation at long times.

SUPPLEMENTARY MATERIAL

See the supplementary material for the normal MSDs and
Fs(τ)s computed from particle displacements, Δr.
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